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Abstract: This study describes Natural Language Processing (NLP) and rule-based algorithms 
used to assess the students’ written reflection quality. We used the CourseMIRROR application 
to gather student reflections from 120 engineering students and converted the reflections into 
an equivalent quality score using human coders and algorithms. We used Cohen’s kappa 
statistics to explore the agreement between the algorithm’s reflection quality and the human 
coding. The results revealed a strong agreement between the NLP algorithm and human coding. 
Furthermore, we used Spearman correlation statistics to evaluate the relationship between the 
predicted quality scores and the human coding. The results showed a strong correlation between 
reflection quality evaluated by the NLP algorithm and human coders. Overall results revealed 
that the NLP algorithm embedded in the CourseMIRROR application is a good fit for assessing 
students’ reflections and can be used to guide them during the reflection writing process. 
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Introduction 
Fostering reflective thinking is an important instructional practice (e.g., Bannert, 2006; Stark & Krause, 2009). It 
involves students in a meaning-making process that helps them make connections between their prior knowledge 
and learning experiences, deliberately systematizing their thinking with an attitude of valuing themselves and 
others in a community (Dewey, 1933). Studies have shown that the reflection writing practice can promote 
students’ engagement (Menekse et al., 2020), help them identify their misconceptions (Tawde et al., 2017), and 
improve their learning outcomes (Miller & Jensen, 2016). Fan et al. (2015) developed a mobile application (i.e., 
CourseMIRROR) that gathers students’ reflections by prompting them to reflect on their experiences after each 
lecture throughout the semester to facilitate the integration of reflective practices in the classroom. Also, it 
provides real-time feedback by assessing the reflection quality during the reflection writing process and guiding 
users towards writing specific rather than generic reflections. Here, the reflection quality indicates the extent to 
which the reflection is relevant to the reflection prompt and the course.  

This study describes two quality prediction algorithms (based on Natural Language Processing (NLP) 
and a rule-based approach) that can be used to improve the application’s ability to evaluate the students’ reflection 
quality. For the study, we collected students’ reflections using the CourseMIRROR application and converted the 
reflections into the equivalent reflection quality scores coded by two human coders. Then, we explored whether 
the reflection quality assessed by the NLP algorithm and the rule-based algorithm is similar to the reflection 
evaluation conducted by human coders. Specifically, this study is guided by the following research question: how 
does the reflection quality assessed by two quality prediction algorithms relate to human coding? 

Related work 
Based on the reflection literature, the commonly used method to evaluate reflection writing is through content 
analysis (Ullmann, 2019). A typical content analysis process includes 1) reading students’ reflections, 2) manually 
labeling them with self-described categories, and 3) converting these categories into quality scores of the 
reflection. Furthermore, the focus of prior studies using content analysis was to identify the level of reflection 
quality (i.e., shallow or deep reflection) by analyzing students’ reflection journals and essays (Kovanović et al., 
2018). Hence, researchers are exploring ways to automate this reflection process and facilitate the adoption of 
reflective practice. 

Researchers are utilizing computational advancements to design automatic text analytics for assessing 
the students’ reflection texts among the ongoing efforts. According to Ullmann (2019), these text analytics are 
being designed by broadly using three approaches, i.e., dictionary-based approach (find the occurrence of 
predefined words in the text), rule-based approach (using the rule to get better inference from the text), and the 
machine learning (ML) approach (using ML algorithms). Based on the previous approaches, this study utilized 
two algorithms 1) Rule-based algorithm where the expert has defined the pre-set pattern and their associated 
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weightage, and 2) NLP algorithm trained on different educational reflection sets. Further, this study investigated 
the relative efficacy of these algorithms in the reflection quality. 

Participants and dataset 
We recruited 120 first-year engineering (FYE) students enrolled in a required engineering course from a large 
midwestern university located in the United States for the study. The topics covered in the course were 
introductory computer programming concepts, development of mathematical models, data visualization, and 
designing solutions for engineering problems. Of the participants, 83% were male students, and 17% were female 
students. Also, 61.7% were White, 21.7% were International Students, and 16.6% were People of Color (POC). 
Furthermore, the dataset used for this study consists of 3452 individual reflections from 28 lectures. 

Instrument 
We used CourseMIRROR educational application to collect students’ reflections. This application prompts 
students with two open-ended questions to reflect on the confusing or interesting concepts at the end of each 
lecture. Additionally, it uses Natural Language Processing (NLP) algorithms to create students’ reflections 
summaries by combining the reflections based on common themes (Luo et al., 2015). For the study, students 
voluntarily participated and submitted 3452 reflections (i.e.,1726 reflections for each question) in 28 lectures 
throughout the semester. Furthermore, these reflections were analyzed by two human coders based on a rubric 
(Heo et al., 2018; Menekse et al., 2011) and then assigned a quality score. We calculated the agreement between 
the two raters, and they showed good agreement, as κ (MP) = .617 and κ (POI) = .652 (Altman, 1990). 

Reflectivity quality models 
Following are the two approaches used to design the quality prediction algorithms that are used to assess the 
reflection quality: 

Machine learning approach 
In this approach, we utilize recent SOTA models in NLP to automatically produce a quality score. Our work uses 
a basic model consisting of a feature generation module followed by a classification module for score generation. 
In order to generate features, we used a transformer-based bidirectional deep contextual language model to 
automatically generate features. The module operates on the raw input text and automatically converts the text 
into numerical features. We used DistilBERT (Sanh et al., 2019) model for feature generation. The model is a 
distilled version of the original BERT (Devlin et al., 2018) transformer-based encoder. DistilBERT reduces the 
number of parameters to around 60% of the original BERT (110M to 66M). This, in turn, allows the model to be 
faster and more suited to real-time quality prediction. We used a logistic regression classifier for the classification 
module that operates on the generated features and produces a score of 1, 2, 3, or 4. We only train the logistic 
regression classification module and keep the DistilBERT parameters fixed. This can reduce the load required for 
training the model and similarly allows us to easily fine-tune the model with new samples acquired through time. 

Rule-based approach 
In this approach, a team of educational researchers defined a set of patterns and their associated weightage to 
score the reflection quality. Based on these rules, we designed an algorithm used to predict the reflection quality. 
Table 1 describes the few rules and their associated score used to design this algorithm: 
 

Table 1 

Rules with associated weightage used for rule-based algorithm 

Number Pattern Quality Score 

1 "how|what|when|where|which" 0.25 

2 Keywords (extracted from the syllabus, and learning objective of 
the class) 

1 

3 "compare|comparison|difference|differentiating|determining|determi
nation 

|relationship|relation|between" 

0.29 
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6 "^pretty clear|straightforward" -0.6 

7 "^everything|^nothing|^none|^nope|^null|^no$|^no\\s" -0.6 

10 “understood everything” -0.6 

11 "I|explanation|example" -0.3 

12 "this lecture|the lecture|all|completely" -0.3 

  
To evaluate the reflection quality, this algorithm parses the students’ reflections and uses regexes to 

count the occurrence of each pattern in the string. After that, it calculates the reflection quality by rounding off 
the sum of the associated weightage of each pattern based on their occurrence. Furthermore, we modify the 
predicted quality score to either 1 or 4, if the values go less than score 1 or more than score 4, respectively. This 
way, the range of the quality score is between 1 to 4 points. 
  

Results 
We divided the reflection into two sets: 1) reflections discussing the interesting aspects of the lecture and 2) 
reflections discussing the confusing aspects of the lecture. For the remaining paper, we will refer to the first set 
of reflections as “Reflections 1.0” and the second as “Reflections 2.0,” respectively. Then, we converted the 
reflections into the equivalent quality scores evaluated by NLP and rule-based algorithms. The quality scores 
range from 1 to 4 points, where a score of 1 indicates poor relevancy, and a score of 4 indicates high relevancy 
with the course/question. For analysis, we calculated Cohen’s kappa to evaluate the agreement between the human, 
NLP, and rule-based algorithm’s reflection quality scores. The result of the analysis is shown in table 2: 

Table 2 

Cohen’s κ co-efficient among the reflection quality scores  

 
 

Reflections 1.0 Reflection 2.0 

1 2 3 1 2 3 

1. Human coding - - - - - - 

2. Rule-based algorithm 0.042 - - 0.068 - - 

3. NLP algorithm 0.775 0.033 - 0.773 0.067 - 

  
As shown in the table, it is quite evident that the NLP algorithm has a strong agreement while evaluating 

the reflection of both reflection sets (i.e., κ (NLP) = .775 and κ (NLP) = .773) with human coding. The rule-based 
algorithm has close to no agreement (i.e., κ (NLP) = .042 and κ (NLP) = .0.068) for both reflection sets with 
human coding. We conducted the Spearman Correlation statistics to further enhance our analysis to explore the 
correlation between reflection quality evaluated by the quality prediction algorithms and the human coders. The 
result of the analysis is shown in Table 3: 
 

Table 3  

Spearman correlation among the reflection quality scores 

 Reflections 1.0 Reflection 2.0 

 1 2 3 1 2 3 

1. Human coding - - - - - - 

2. Rule-based algorithm 0.479** - - 0.435** - - 
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3. NLP algorithm 0.837** 0.496** - 0.859** 0.485** - 

**Correlation is significant at the 0.01 level (2-tailed). 

  
The results showed that the correlation between the rating evaluated by the NLP algorithm and the human 

rating has a strong correlation for both sets (i.e., r = 0.837, 0.8359), with each having 1752 reflections. Even 
though the correlation between reflection quality scores evaluated by the rule-based algorithm has a strong 
relationship (i.e., r = 0.479, 0.435; N = 1752) with human coding, it is much lower than the NLP algorithm.   

 
Conclusion 
The current study has described two approaches that can be used to evaluate the students’ reflection quality. One 
approach used the expert’s defined pattern, and the other used the NLP algorithm to evaluate the reflection quality. 
This study investigated the performance of both approaches in terms of their ability to produce similar results to 
the human coders. Our results showed that the NLP algorithm based on the DistilRoBERTa and DistilBERT with 
SVM is a promising model to evaluate the reflection quality.  
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