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Abstract: The Next Generation Science Standards and the Framework for Science Education emphasize the importance of engaging learners with the core scientific inquiry practices of modeling and argumentation. Students are also expected to understand the epistemic grounds and norms that accompany these practices. We report on a study in which we engaged middle school teachers, and their students, in model-based inquiry, with particular emphasis on developing models and evaluating competing models using evidence. Analysis of students’ written arguments, in the context of an assessment task in genetics, suggests that students use both secondary epistemic criteria, relating to communicative features of models (labels, drawings), as well as primary epistemic criteria, relating to evidence-model fit. Most students used at least one, and often several, provided pieces of evidence to support their arguments. We also discuss some instructional implications and tradeoffs in selecting evidence for such model generation and model evaluation tasks.

Introduction

The recently released Next Generation Science Standards (NGSS) (Achieve, 2013) adopt a view of scientific inquiry as a knowledge-building enterprise that employs a systematic, and evidence-based, approach to building models that explain the world around us (Giere, 2004; Godfrey-Smith, 2006). Scientific models are abstract, simplified representations of important aspects of the scientific phenomenon under study (Doerr & Lesh, 2003). These models are developed iteratively through a process of testing and revision. Evidence, and reasoning about evidence, is at the core of these processes (Longino, 2002). Scientists developing these models operate within a community of research, with continually negotiated norms regarding what counts as good evidence, arguments, and models (Kitchner, 1993; Kuhn, 1977; Latour, 1987).

Over the past two decades, there has been substantial research investigating the learning and teaching of scientific modeling practices (e.g. Driver, Leach, Millar, & Scott, 1996; Grosslight, Unger, Jay, & Smith, 1991; Lehrer & Schauble, 2000; Schwarz & White, 2005; Tregust, Chittleborough, & Mamiala, 2002). However, we still know relatively little about the ways in which students understand what counts as a good model, evaluate the quality of evidence, and relate evidence to one or more explanatory models (Lehrer & Schauble, 2000; Pluta, Chinn & Duncan, 2011; Schwarz et al., 2009). For example, Schwarz and White (2005) had students evaluate models using four criteria that were provided to them: accuracy, plausible mechanism, consistency, and utility of models. They found that students who used the four criteria showed a better understanding of the nature of modeling, scientific inquiry, and the targeted physics content compared to students who completed the same instructional unit, but without explicit use of criteria. In our own work we have shown that middle school students are also capable of generating their own criteria for judging model quality (Pluta, et al., 2011). Students’ criteria were predominantly about communicative features of models such as models being clear, labeled, organized, and including pictures. However, almost a quarter of the students did note criteria that related to the model’s fit with evidence, and almost half claimed that models should explain the phenomenon under study. These findings are congruent with earlier research suggesting that, at least some, high school students see models as important for developing explanations and making predictions, and that they are revised in light of evidence (Grosslight et al., 1991; Tregus et al., 2002). Helping students develop more sophisticated epistemic understandings of models and their role in science is important if we want them to fully grasp and engage with the modeling practices advocated by the NGSS and the Framework for Science Education (National Research Council, 2011). In accordance with the ICLS 2014 theme, developing such epistemologies is part and parcel of learning science and becoming scientifically literate.

In our current project, we have developed a set of epistemic scaffolds to support student engagement with models, evidence and the relationship between them (Chinn & Buckland, 2012; Rhinehart, Chinn & Duncan, in press). There are three core scaffolds that we have used with middle school teachers and students: (a) student generated lists of criteria for model-goodness; (b) Model-Evidence-Link diagrams (MELs), in which students use five different types of arrows (support, contradict, strongly support, strongly contradict, and irrelevant) to connect each piece of evidence to multiple competing models; and (c) evidence rating boxes within the MEL diagrams, in which students record their judgments of the quality of each piece of evidence on a scale from 0 (very poor evidence) to 2 (high quality evidence).

Here we report findings from a modeling-and-argumentation assessment task in which students had to
first develop their own models of a hypothetical genetic disorder given a few pieces of evidence. They then used a MEL diagram to evaluate, and choose between, two competing explanatory models of that disorder in light of additional provided evidence. Students completed this assessment at the end of a 5-week unit on genetics. Our research questions thus align with our two-fold goal for the task: (a) evaluating the extent to which students can generate mechanistic models of the cellular and molecular mechanisms that underlie genetic phenomena, and (b) evaluating students arguments and, in particular, their use of evidence and epistemic criteria.

Research suggests that students struggle to provide mechanistic accounts of genetic phenomena that explain how our genetic information brings about physical traits (Lewis & Kattmann, 2004; Marbach-Ad & Stavy, 2000). This is, in part, due to the many unfamiliar cellular and molecular entities involved, such as DNA and proteins (e.g. Lewis & Wood-Robinson 2000; Marbach-Ad, 2001; Venville & Treagust, 1998), and in part to the current instructional methods that tend to blackbox the protein-based mechanisms that link genes to traits (Duncan & Reiser, 2007). Several researchers have proposed instructional frameworks and scaffolds to support students in developing mechanistic explanations of genetic phenomena (Duncan & Reiser, 2007; van Mil, Boerwinkel, & Waarlo, 2011). Implementations of such scaffolded curricula have met with some success at the middle and high school level (Duncan & Reiser, 2007; van Mil, Freidenreich, Chinn & Bausch, 2011). Introducing these ideas early on is the key to supporting more robust understandings by the end of schooling. This view is reflected in the NGSS, which, unlike prior iterations of the standards (NRC, 1996), introduce the relationship between genes, proteins, and traits at the middle school level (MS-LS3-1).

Therefore, as part of our study of modeling and argumentation with middle school students we have developed a five-week unit in genetics that focuses predominantly on Mendelian genetics but also addresses the link between genes, proteins and traits in the context of genetic resistance to HIV (described in detail below).

Methods

Study Context

The study was conducted in a relatively large suburban 6th and 7th grade middle school (approximately 1450 students) in the Northeast. The majority of the students in the school were Caucasian (61%) with a large minority of Asian students (28%), and small minorities of Hispanic (6%) and African-American (5%) students. Approximately 14% of the students were eligible for free and reduced lunch. Four 7th grade teachers participated in the study with their approximately 400 students. Participating teachers implemented five months of instruction using materials we developed jointly, interspersed with their own materials. The study involved two conditions: (a) the treatment condition included a consistent and explicit focus on developing and using criteria for model-goodness that were student-generated and revised periodically throughout the duration of the implementation, and (b) the control condition in which there was no explicit and public focus on model-goodness criteria. Both conditions used the MEL diagrams and the evidence rating boxes.

The implementation study began with a set of activities designed to: (a) introduce students to the norms of argumentation discourse (giving reasons, disagreeing nicely, etc.); (b) engage students in the generation of a consensus list of model goodness criteria (only in the treatment condition); and (c) introduce students to the MEL diagrams and evidence rating boxes and procedures. These introductory activities were followed by a unit on cell organelles in which the teachers used study materials for two of the organelles they taught- chloroplast and nucleus (they used their own materials for other organelles typically covered in this unit). Following the cell unit was the 5-week genetics unit. This unit began with several lessons about Mendelian genetics during which students developed model for the “rules” governing inheritance patterns they observed in pedigrees, and then learned the relevant terminology and algorithms (Punnett squares) used to describe inheritance patterns and the probabilities of particular gene and trait combinations. The unit then turned to molecular genetics and the remaining lessons dealt with inherited resistance to HIV (some people are not susceptible to HIV infection because the virus cannot enter and infect their white blood cells). This part of the unit also included a set of teacher-planned activities about the structure and function of DNA. The HIV lessons involved the evaluation of two competing models for the genetic basis of HIV resistance that linked a mutation in a gene to the resistance trait. In one model the mutated gene gives instructions for making a novel protein that attacks the virus and thus confers resistance; in the second model the mutated gene results in a missing membrane protein that is normally used by the HIV as an anchor (necessary for infection of the cell by the virus). The second model approximates the currently acceptable mechanism for HIV resistance. As in most of our instructional activities, students evaluated these models against multiple pieces of evidence, such as a simplified summary of a scientific study about the presence or absence of particular proteins in the cell membrane of normal and resistant individuals. Students wrote extensive arguments in support of their chosen model; students in the treatment condition were encouraged to refer to the model-goodness criteria as they developed their arguments.

In this paper we report about one of the teachers and her 90 students: 40 in two class sections assigned to the treatment condition, and 50 in three class sections in the control condition. The teacher was untutored and in her second year of teaching. She held progressive views of teaching and was eager to engage her students
with model-based inquiry instruction. She enacted the genetics unit with high fidelity based on our field notes and video tapings of her lessons.

**Data Sources and Analysis**
The written assessment described herein was given to all students at the end of the genetics unit. The assessment was comprised of two tasks both involving a scenario of a hypothetical skin disease “DEB” in which individuals have blisters in their skin. In the first task, students were asked to explain using pictures and words, “…what you think is happening inside the bodies of people with DEB?” They were also provided with three pieces of evidence related to DEB: Evidence 1 described the inheritance pattern of DEB, Evidence 2 compared samples of healthy skin with skin from DEB patients, and Evidence 3 provided a diagram of healthy skin showing the layered structure. We analyzed students’ models to ascertain whether they included an explanation that linked genes to the trait (blisters) via a protein-based mechanism, and whether they used the provided evidence in their models. Students were then asked to critique their model: “How good do you think your explanation is? Give at least four reasons for your answer.” Responses to the self-assessment prompt were examined in terms of how students rated the quality of their models, the kinds of model-goodness criteria they referred to in their evaluation of the model, and whether they identified any shortcomings of their models.

In the second task, students were presented with two explanatory models of DEB that provided a mechanism linking a gene to the blistering (see Figure 1).

![Figure 1. Model-Evaluation Task](image)

The first model (the separatin model) postulated a mutated gene coding for a novel “separatin” protein that caused the skin layers to separate resulting in blisters. In the second model (connectin model) the mutated
gene results in the lack of a “connectin” protein that normally holds the skin layers together. The second model, lack of a protein, is the correct explanation of the real disorder on which the DEB scenario is based. Students initially chose which model they believed to be correct, and then read three additional pieces of evidence shown in Figure 1: Evidence 4 stated that both normal and affected individuals have the same amount of DNA (this evidence supports both models and is essentially irrelevant to choosing between them); Evidence 5 indicated that scientists discovered that affected individuals are missing one type of protein (this evidence was intended to support the connectin model); and Evidence 6 described a study in which scientists injected 10 affected individuals with connectin and 80% of the patients got better (this evidence supports the connectin model but has a rather small sample size). Students were then prompted to reconsider their choice of models in light of the evidence and write a reasoned argument to support their choice.

We analyze these arguments using coding schemes adapted from prior research (Dianovsky, Duncan & Chinn, 2013) to capture the quality of student arguments in terms of students’ use of evidence including: (a) how did they interpret the evidence, (b) how many pieces did they cite, (c) did they explain the link between the evidence and the model, (d) did they address counterevidence (if they chose the incorrect separatin model), and (e) did they include any counterarguments against the competing model.

Results and Discussion

Students’ Models of DEB
The student-generated models of DEB were mostly phenomenological and did not include any protein-based explanations of DEB (see Figure 2a). Only one of the 90 participating students provided a model that included a postulated mutation in a gene resulting in missing protein that would normally connect the dermis and epidermis skin layers preventing blistering (see Figure 2b). These results are fairly disappointing and we were surprised that none of the other students provided a mechanistic explanation. It may be that they did not generalize the role of genetic mutation and proteins in genetic phenomena from the HIV example taught in the unit. Our prior research did suggest the need for multiple examples and support in generalizing the gene-protein-trait schema (Duncan, et al., 2011), however, due to time constraints with the genetic unit in this study, we did not develop these additional activities. It seems that despite an emphasis on genes being instructions for proteins in the nucleus lesson (taught before the genetics unit), and a similar emphasis in the teacher-generated activities about DNA (central dogma), students did not develop a generalized schema that they could apply in other contexts. It is also the case that the evidence we presented in this first task (Evidence 1-3) did not deal with proteins and thus students were not compelled by the evidence to introduce proteins into their models.

![Figure 2a. Typical Student-Generated Model of DEB](image1)

![Figure 2b. Mechanistic Model of DEB](image2)

Given that students’ models were not truly explanatory, we were interested in seeing how they evaluated their own models. We found that most students rated their models positively (noting that the model is very good, good, or OK). These students often cited several of their class model-goodness criteria in justification of their response, including clarity, having drawings, labels, and fit-with-evidence. Table 1 illustrates the criteria and frequency of citation by students. Note that the “I used the evidence” criterion was fairly prominent, and given that the evidence was at the phenomenon level, these students are sensibly citing the criterion. Many students essentially re-drew the evidence showing the two skin layers and the blisters. Thus for all intents and purposes they did use the evidence. Interestingly, there seem to be no significant differences between the treatment and control conditions. Both groups cite the same criteria in support of their models, even though the control condition did not develop public criteria for model-goodness.
Table 1: Justifications given for students’ self-assessment of model.

<table>
<thead>
<tr>
<th>Criteria Referenced by Students in Their Evaluation</th>
<th>Number of Responses (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control</td>
</tr>
<tr>
<td>I explained my answer</td>
<td>14 (28%)</td>
</tr>
<tr>
<td>I used the evidence</td>
<td>15 (30%)</td>
</tr>
<tr>
<td>I drew a picture/diagram</td>
<td>26 (52%)</td>
</tr>
<tr>
<td>I used detail</td>
<td>4 (8%)</td>
</tr>
<tr>
<td>I used labels</td>
<td>7 (14%)</td>
</tr>
</tbody>
</table>

While none of the students cited their class criteria about mechanism as a commendable aspect of the model (relevant criteria from their class lists were: “shows logical process”, “shows sequential steps”, “has mechanism”), several students did cite a lack of mechanism as a problem with their model. There were 13 students who did not evaluate their model positively. Of these, eight argued that their model was not great because, “I did not explain my reasoning on what I think is happening inside the bodies of people with DEB”, “I am very unsure with how the blisters are formed”, “I did not say how it creates blisters.” Hence, for these students, the criteria lists helped to highlight a critical gap or shortcoming of the model. The students were unable to address the gap but did acknowledge it, an important epistemic achievement in itself. That the remaining 79 students did not identify this shortcoming is troubling. Then again, since most of the class criteria focused on communicative features of the models it is not entirely surprising that students concluded that their models were adequate if they clearly portrayed the phenomenon and addressed the evidence.

Students’ Arguments for the Best Model

We next analyzed students’ written arguments in support of their chosen models (separatin or connectin explanations). Overall, 63% of the students chose the correct connectin model, 32% chose the separatin model, and the remaining 5% were undecided. In their arguments, 71% of the students cited at least one piece of evidence in support of their model choice. With the majority of those (49 students) citing two or three pieces of evidence. Twelve of the 90 students explicitly cited the quantity of evidence supporting the connectin model as the reason they chose it. Students’ use of evidence varied from merely noting a single piece of evidence, to discussing several pieces of evidence and explaining how the evidence supports the model (justifying evidence-model link). Table 2 illustrates students’ use of evidence in their arguments. Note that categories are not mutually exclusive and students’ arguments could be double coded. Overall, there seem to be no significant differences between the control and treatment condition, with one exception: twice as many students in the control provided explanations of how the evidence supports the model. We are not sure why this is the case. One possible explanation is the focus on fit-with-evidence and justification was, for some reason, made more salient in the control classes. We currently do not have evidence to support or refute this conjecture.

Table 2: Students Use of Evidence

<table>
<thead>
<tr>
<th>Nature of Evidence Citation</th>
<th>Number of Responses (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control</td>
</tr>
<tr>
<td>Student does not discuss any piece of evidence</td>
<td>15 (30%)</td>
</tr>
<tr>
<td>Student cites at least one piece of evidence</td>
<td>36 (72%)</td>
</tr>
<tr>
<td>Student explains how the evidence supports the model</td>
<td>21 (42%)</td>
</tr>
<tr>
<td>Student discusses how evidence relates to the competing model</td>
<td>9 (18%)</td>
</tr>
<tr>
<td>Student mentions the quality and/or relevance of the evidence</td>
<td>3 (6%)</td>
</tr>
<tr>
<td>Student notes amount of evidence as contributing to the choice</td>
<td>5 (10%)</td>
</tr>
</tbody>
</table>

Across both conditions, there were seven students who noted more than one piece of evidence, provided a justification linking the evidence pieces to the model, and considered the competing model in their argument — a fully articulate argument and rebuttal:

I think the connectin explanation is better. In Evidence 2 it says that when scientists studied normal and affected skin samples. The affected skin had large gaps between the dermis and epidermis just like explanation 1 says. In evidence 5 it says that they compared the proteins and noticed a protein was missing. In this explanation it’s saying the connectin protein is missing. In evidence 6 people with DEB are injected with the connectin protein and their skin...
became better. If they had separatin protein it would just break the protein again. This shows that they just never created the protein. That is why the connectin explanation is better.

This student mentions three pieces of evidence (2, 5 and 6) that all support the chosen, and correct, model. The student further explains how the evidence pieces support the model. These evidence pieces point to a protein being missing, which is the core difference between the two models. The student understands this key distinction and notes that evidence 6 thus contradicts the separatin model (“If they had separatin protein it would just break the protein again”). This is a well-articulated, evidence-based, and justified argument and counterargument. Interestingly, five of the 29 students who chose the incorrect model (separatin) were also able to provide arguments that used evidence to refute the, actually correct, model:

I think the separatin protein explanation is better: (1) Evidence 5 shows how people affected are missing a protein, like in the model; (2) Evidence 6 agrees with the other model, but is only done with 10 people; (3) it [separatin model] is clearer to me and makes way more logical sense.

This student interprets evidence 5 as supporting the incorrect model and then essentially dismisses the conflicting evidence (6) due to sample size. This student, who was in the treatment condition, was one of two students who discussed evidence quality, such as sample size, in their argument. The misinterpretation of evidence 5 was more common (24 students) and rather interesting.

Evidence 5 stated: “Scientists compared the different types of proteins found in the skins of normal and affected people. Affected people were missing one type of protein”. Our intent with this evidence was to support the connectin model, which stated that affected individuals are missing the needed connectin protein. Many students did interpret the evidence accordingly:

Evidence 5 contradicts explanation #1 because evidence 5 says that they are missing one type of protein but explanation one says that they get a new protein, which means that have an extra one, they are not missing one.

However, since the separatin model noted that the new separatin protein breaks down the connective protein that holds the layers together, several students interpreted the evidence in accordance with that model:

Evidence 5 states that a protein is missing. This supports explanation #1 [separatin] because of how explanation 1 stresses that the separatin protein breaks down the protein which means it’s not there therefore it supports explanation #1 because the protein is broken down.

While the first interpretation is correct, the second interpretation is sensible. In hindsight, it is clear that this evidence was problematic. Yet, this situation also highlights a design challenge: identifying evidence for evidence-based tasks that is neither too straightforward and simple, nor too ambiguous and open to multiple interpretations. On the one hand, scientific evidence can often be interpreted in multiple ways and understanding this point is an important epistemic achievement. Helping students learn that models are often under-determined by evidence can, and should, be an instructional goal that is facilitated by well-designed materials that present students with ambiguous and controversial evidence. On the other hand, there are specific content goals associated with curriculum materials and in these model-evaluation tasks it is necessary to craft the body of evidence to support the scientifically normative model. In this case, the ambiguity allowed a substantial number of students to choose the erroneous model and support it with evidence. We have no simple solution to this tradeoff in design, but it is a relevant and recurring tradeoff that requires careful consideration.

**Conclusion and Implications**

Returning to our research questions: (a) can students generate mechanistic models of the cellular and molecular mechanisms that underlie genetic phenomena? And (b) in what ways do students use evidence and epistemic criteria in their arguments? Our findings suggest that overall students were not able to generate mechanistic explanations of the cellular and molecular basis of the genetic phenomenon described in the assessment. Their models were mostly at the phenomenological level and essentially reiterated the symptoms. Evidently, the curriculum as designed and enacted was insufficient in helping students develop a more generalized schema of genetic mechanisms that they could apply to novel contexts. This finding underscores a core implication- that it is essential to help students develop generalized models/schemas of mechanisms in the discipline, and that multiple examples are likely needed to support the development of such generalizations.

In terms of the second research question, it seems that most students demonstrated awareness of some core epistemic criteria for good models and arguments. In evaluating their own models, most students referred
to secondary epistemic criteria related to communicative features of model (labels, clarity, pictures, etc.), and about a third mentioned the primary epistemic criteria of fit-with-evidence. This was the case for both study conditions, which is somewhat surprising since there was no explicit focus on criteria in the control condition. However, as we have shown in prior research (Pluta et al., 2011), students are capable of coming up with both secondary and primary epistemic criteria for good models without much scaffolding. While students in the control condition did not develop public criteria lists, it seems that the constant discussion of evidence and models likely helped them develop a set of implicit criteria that they used in this task. In contrast, students in the treatment condition did not seem to develop substantially more sophisticated criteria. We wish to caution, however, against over generalization of these initial findings. The work reported here is based on assessments from one of four teachers and on a single task. It may be that this task context afforded less opportunity for students to demonstrate their developing epistemic prowess. In a prior study with middle school teachers from a different school, who had more experience with model-based inquiry and modeling criteria, we have shown that a focus on a related set of criteria (criteria for good evidence and criteria for determining evidence-model relationships) did result in significant gains in argumentation. Students’ arguments included more explicit justification of how evidence related to the model, discussed quality of the evidence more often and in more detail, and used more evidence, including counterevidence for the competing model (Dianovsky et al., 2013). Others have also had similar success in focusing student attention on epistemic criteria (Schwarz & White, 2005). We suspect that while the teachers in the study did engage students in the development, revision, and use of criteria, these criteria lists remained rather intuitive and superficial. The implication here is that to reap the benefits of explicit and public engagement with epistemic criteria, it is important to move beyond what students can do on their own and to really deepen, expand, and enhance their initial lists. In particular, progressing beyond communicative criteria to those that deal with more subtle aspects of model-evidence-fit, explanatory nature of models, accuracy, etc. appears to be essential.

Our findings also suggest that students were able to use evidence, provide reasons and justify their claims, at least to some extent. Almost half of the students in our study used multiple pieces of evidence to support their claims, a third provided justifications that explain how the evidence related to the model, and almost a quarter provided counterevidence against the competing model. These findings echo and extend research of others who have shown that, with proper support, students can use and internalize argument structure, and develop better evidence-based arguments (Duschl, 2007; McNeill, Lizotte, Krajcik, & Marx, 2006; Osborne, Erduran, & Simon, 2004).

Lastly, we wish to discuss some design implications for evidence choice in tasks that require students to develop or evaluate models. In the first task of the assessment, most students evaluated their models as being good because they addressed all the evidence, which was the case. There were no pieces of evidence that compelled students to provide mechanistic explanations at the molecular level. This was by design; we wanted to see if students would be able to come up with such mechanisms on their own and based on what they had learned in the unit. This expectation may have been too ambitious and we may have seen better models had one of the evidence pieces mentioned a protein or a genetic mutation, thereby cuing students to think about the molecular entities they had studied. The implication we draw here is that it may be necessary to provide evidence that relates to the explanatory mechanism one wants students to generate. This may seem fairly obvious, however, there is a tradeoff between providing evidence that “gives away” the answer, and providing evidence that directs students towards the appropriate grain size and nature of the desired explanation. A related tradeoff was also evident in the design of evidence 5 in the second part of the task. The evidence was somewhat ambiguous and open to multiple interpretations and students capitalized on this property and used the evidence in support of the incorrect model. Thus, there is also a delicate balance between choosing evidence that is too clear cut and that hides the under-determined nature of most real-world evidence-model relationships, and providing evidence that invites alternative interpretation and does not clearly rule out the erroneous model. We do not have guidelines or solutions to address these tradeoffs, but we believe the field would benefit from more explicit discussion of the design challenges intrinsic to engaging students with authentic disciplinary practices.
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